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AI Guardrails Principles

AI guardrails should make Artificial Intelligence (AI) systems operate within 

legal, ethical and technical boundaries in a fair environment.
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Artificial Intelligence (AI)

Machine Learning (ML)

Generative AI (Gen AI)

Large Language Models (LLM)



AI Guardrails Principles

AI guardrails should make Artificial Intelligence (AI) systems operate within 

legal, ethical and technical boundaries in a fair environment.

Source: https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai

Unaccetable risk - Secure scoring, AI-based 

manipulation, exploitation of vulnerabilities

High risk - AI safety components in critical 

infrastructures 

Limited risk - risks associated with a need for 

transparency around the use of AI

Minimal risk - AI-enabled pictures, spam filters



AI Guardrails Principles

AI guardrails should make Artificial Intelligence (AI) systems operate within 

legal, ethical and technical boundaries in a fair environment.

Source: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ%3AL_202401689



AI Guardrails Principles

AI guardrails should make Artificial Intelligence (AI) systems operate within 

legal, ethical and technical boundaries in a fair environment.

▪ Transparency

o provide clear and understandable explanations for their decisions and 

actions

▪ Accountability

o for the outcomes of AI systems, ensuring they can be audited and 
reviewed.

▪ Data protection and privacy

o respect user privacy and comply with data protection regulations, 

such as GDPR

o anonymized and securely stored to prevent unauthorized access.
▪ Data Security

o Process authorized data in a secure manner. 



AI Guardrails Principles

AI guardrails should make Artificial Intelligence (AI) systems operate within 

legal, ethical and technical boundaries in a fair environment.

▪ Fairness

o designed to avoid biases and ensure fair treatment for all individuals, 

regardless of race, gender, age, or other protected characteristics.

o designed to be inclusive and accessible to all users, including those 

with disabilities.



Risk Management Lifecycle in Enterprises

1. Risk Identification

2. Risk Analysis

3. Risk Mitigation

4. Risk Review &

Tracking



1. Risk Identification 

ISMS Chatbot

▪ Create targeted requirements

▪ Supervise the internal risk management 

process

▪ Lists contacts
▪ Compares documents such as a security 

concept to the internal ISMS



2. Risk Analysis

Analyse attack vectors, open vulnerabilities, and misconfigurations.
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3. Risk Mitigation – Risk Acceptance



4. Risk Review & Tracking



AI Guardrails Principles

Classification

Provider

Consumer

Authorization
Authentication

Data protection

Configuration of data protection 

Old data

Hierarchy discrimination

Oversharing

Accountability

Certifications

Multi-tenancy



Thank you

Marian Kühnel
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+43 664 886 77170
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I don´t understand 

these (AI) risks.
That´s the first 

risk (and try your 
AI chatbot).

mailto:Helmut.klarer@oebb.at
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