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S Bl  Provide a Decision Support platform, able to:

v’ process audio tracks acquired in an underwater
environment

v’ establish the type of detected target

v’ provide the operator with the results of the
processing, for its verification and validation
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13-15 May 2019 5. Output validation

1. Pre-processing

Stockholmsmassan, Sweden 2. Signal analysis 6. Target classification

Onboard
module
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11. Algorithm updated A >
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10. Overall catalog update 9. Validation & algorithm training
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Families, Classes and Subclasses
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Machine Learning Approach

i Conventional approach

Sonar operator |

Intermednate approach

Train a system

Machine Learning

like an operator

 What to look at?
Features

* How to decide?
Supervised algorithm

* Is a good decision?
Performance
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Short-term (ST) features
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Short-term | = 33 ST features
features
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Mid-term (MT) features

Statistical indicators extracted from the distribution of each ST feature on

the whole signal

| =33 ST features

Short-term
features

‘ ‘
domain

Zero- ‘ Other

Crossing Rate representations
< (zeR)

Entropy of
energy

Spectral...

12 elements
(semitones
scale)

Cepstral
(mel scale)
O

..centroid ..spread ..entropy L wflux wrolloff |

O U ¥

Chroma vector
13 MFCCs (12 coeff. + st.
u & dev.)

| =33 ST features

M = 10 statistical indicators | | x M = 330 MT features

{

\

mean
standard deviation
(std)

std/mean
skewness

Fisher kurtosis
median

25t percentile
75t percentile
max

min

Giannakopoulos T (2015) pyAudioAnalysis: An Open-Source Python Library for Audio Signal Analysis. PLoS ONE

10(12): €0144610
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Stockholmsmassan, Sweden E Tra”'“ng Of the algonthm .
: starting from a set of data with labels known a priori

TRAINING SET —> FEATURES
+ > TRAINED CLASSIFIER

KNOWN LABELS

Predictions on new instances
unknown to the algorithm

TEST SET —> FEATURES [—> PREDICTED LABELS
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5-fold Cross-Validation
80% training set, 20% test set
1 Test
2 Test
average
3 classification
performance
4
5 Test
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// \ The test instance is classified by

' @ combining the output of trees with
. /o /N < r 4

f majority votin
:‘?/ \ Q é :-”-{/\.\'": }- >>‘ C/ x.h" -‘"-fl \C J y g
TREE 1 TREE TREE n Output not recognized if:
L 3 U |
FAMILYT  FAMILY Z FAMILY E IEB(9 8 g < IDE Besngls
Majority voting
Predicted label Probability of classification (pg, py p,)

¥ #UDT2019 vector containing the fractions of trees voting for each label
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I > # of E classifled as T
Ll
< Principal diagonal
© # of correctly classified tracks
g =
=
N

Other cells

# of wrongly classified tracks
E T Z

Predicted label

s 25 pJCll Sum of the confusion matrix elements > # of test instances
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R  \atrix summarizing the classification output
| > % of E classified as T
. Principal diagonal
S % of correctly classified tracks
f l— for each family (row)
>
=
N Other cells
% of wrongly classified tracks
E T Z for each family (row)

Predicted label
# of tracks in the

i — 0 —_—
s 2 50pJCll Sum of the elements in a row = 100 % corresponding family
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500 executions: 103.61 tracks classified and 4.39 not recognized, on average

el 15.34 4.87 0.94 30

4.49

0.4

True label
_|

True label

0.3

0.2

z| 141 10.92

0.1
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Conclusions and perspectives

In this study we focused on the classification in families of marine
self-propelled vehicles, motivated by the need to minimize the
decisional error on the most general category, to avoid invalidating
classification at the deeper levels (classes and subclasses)

We aim at designing a multilayer algorithm, which should perform
classification at all levels, yielding a confidence level for each
decision.

A possible improvement of the model is based on extracting
features from only the most informative portion of each signal, e.g.
at minimal distance from the target (CPA point) or maximum signal
to noise ratio.
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Thank you for your attention




