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ABSTRACT 
 
This paper discusses the effective management of privacy in the development of personalized learning/training 
systems. While such systems employ ubiquitous data collection and user to enable highly personalized and 
pervasive training recommendations, the data collection and user modeling may cause privacy threats that act as 
a barrier to their adoption. Two effective privacy management strategies are discussed. First of all, in line with 
the privacy by design philosophy, the impact of several operational characteristics of personalized 
learning/training systems is analyzed. Beyond this, the paper discusses the idea of user-tailored privacy (UTP) to 
support learners’ privacy decisions, as well as the factors that can be used as input for UTP and the adaptation 
mechanisms that UTP can employ.    
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INTRODUCTION  
 
Personalized learning/training systems employ ubiquitous data collection (e.g. by interfacing with social media 
activity and smartphone sensors) and user modeling (e.g. by collecting highly detailed user-training interaction 
behavior) to enable highly personalized and pervasive (“anytime, anywhere”) training recommendations 
(Raybourn and Regan 2011). Moreover, these systems often contain a “social network” component that allows 
learning materials, activities, and outcomes to be shared across learners (enabling peer interactions) and other 
learning systems (allowing for an extensible learning environment).  
 
Privacy threats have shown to be an important barrier to the adoption of personalized systems (Chellappa and Sin 
2005; van de Garde-Perik et al. 2008; Kobsa 2007; Phelps et al. 2000; Sutanto et al. 2013; Treiblmaier and Pollach 
2007), and it is therefore of utmost importance that such threats are minimized in such systems. From a security 
perspective, strict security requirements regarding personal and sometimes mission-critical information are at 
odds with the philosophy that learners should have ownership over their own learner data. From a privacy 
perspective, the social capital-based advantages of sharing learner profiles are at odds with the fact that these 
learner profiles are also used for sensitive employment decisions regarding placement, selection and promotion. 
On top of this, the international deployment of a personalized learning/training system introduces prominent 
cultural variation in privacy concerns and social etiquette (Cockcroft and Rekker 2015; Cremonini and Valeri 
2003).  
 
As a result of all this, users of personalized learning/training systems have to carefully navigate a multi-
dimensional array of privacy concerns, carefully balancing the benefits and risks of disclosing or allowing access 
to their personal information. However, users of complex information systems have been consistently incapable 
of effectively managing their own privacy (Acquisti et al. 2012; John et al. 2011; Johnson et al. 2002; Knijnenburg 
et al. 2013a; Lai and Hui 2004; Liu et al. 2011; Madejski et al. 2012), leaving them vulnerable to perceived and 
real privacy threats.  
 
This paper employs the philosophy of privacy by design (Cavoukian 2010; Langheinrich 2001; Shapiro 2009; 
Spiekermann 2012) to investigate the impact of various operational characteristics of personalized 
learning/training systems on users’ privacy, which allows developers and researchers of such systems to select 
the characteristics that best alleviate users’ concerns. Moreover, given the inherent focus of personalized 
learning/training systems on user modeling, there exists another opportunity to implement user-tailored privacy 
(UTP) (Knijnenburg 2015; Knijnenburg and Jin 2013; Knijnenburg and Kobsa 2013a, 2014; Watson 2015), i.e., 
to model users’ privacy concerns and provide them with adaptive privacy decision support. 
 
 
PRIVACY BY DESIGN 
 
Privacy by design is a design philosophy in which privacy aspects are addressed early in the system design and 
development process, rather than after the system has been developed (“post hoc privacy”) (Cavoukian 2010; 
Langheinrich 2001; Shapiro 2009; Spiekermann 2012). While post hoc privacy solutions typically try to mitigate 
privacy problems that exist within a system, privacy by design tries to avoid problems from occurring at all. 
 
To explore the opportunity of privacy by design, we investigate the impact of the operational characteristics of 
the personalized learning/training systems on users’ privacy. Developers and researchers can use this analysis to 
make informed decisions about the operational characteristics of their personalized learning/training systems. 
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Ownership Model 
 
To provide an extensible learning environment, a personalized learning/training system may provide the ability 
to share learning outcomes across multiple independent learning applications. Learning outcomes can be 
considered to be personal information, and the privacy dynamics of the system will be different depending on the 
ownership model for this information: beyond a traditional centralized approach, this could range from a partially 
decentralized architecture in which a central control application operates as a portal to the learning applications 
(in this case, the privacy dynamic resembles those of app stores (Jeon et al. 2012; Wang et al. 2011a)), to a a 
completely distributed architecture with portable learner models (in this case, the privacy consequences of client-
side personalization are relevant (Kobsa et al. 2016)). 
 
In the fully centralized approach, users would make a single set of privacy decisions for the entire system, and 
not be able to control how the system further distributes the personal information among external learning 
applications. The portal approach may give users considerably more control over their privacy settings, but 
research has shown that users are notoriously bad at deciding what information to disclose to which application 
(Jeon et al. 2012; Kelley et al. 2012; Wang et al. 2011a). A good privacy design would include easily 
understandable privacy notices describing the implications of disclosure to each individual application (Kelley et 
al. 2010).  
 
Finally, the portable learner model approach offloads the privacy management to the user themselves. This 
precludes the need for a central control application, but is not without further problems: users of portable user 
models worry about what happens when the device that contains their portable user model gets lost or stolen; not 
only would this potentially cause a data breach, but it would also mean a loss of their user model (Kobsa et al. 
2016). This problem is of course exacerbated if learner models contain mission-critical information. A good 
privacy design would allow users to remotely wipe their user model, and to restore old models from encrypted 
backups (this is similar to how Apple users can mitigate the problems of a lost or stolen iPhone) (Kobsa et al. 
2016). 
 
 
Extent of Mining and Tracking 
 
Most personalized learning/training systems employ a highly adaptive learner model that proactively mines and 
tracks a variety of information sources to provide personalized learning experiences. In the military and other 
government organizations, the goal of these systems is to train employees on the job, adapting presented training 
modules to personal capabilities, mission requirements, and available time and other resources. 
 
The extent of mining and tracking involved in this highly adaptive behavior will have profound effects on users’ 
privacy perceptions. Particularly, it has been shown that users are more concerned about personal information 
that is collected automatically compared to manually provided information (Knijnenburg et al. 2013b; 
Knijnenburg and Kobsa 2013b; Kobsa et al. 2016). Similarly, the tracking of real-world activities is arguably 
more privacy-invasive (and difficult to control) than the tracking of in-system behaviors (Niu et al. 2010). The 
mining and tracking activities may also be regulated by government privacy regulations (Donley 2007). 
 
The effect of the extent of mining and tracking on users’ privacy perceptions is a classical example of the 
personalization-privacy paradox (Awad and Krishnan 2006; Chellappa and Sin 2005): it is impossible to provide 
high-quality personalized training recommendations without extensive tracking by some sort of personalization 
server, especially when centralized goals are expected to be taken into account in the personalization process. A 
good design compromise would be a two-tier personalization approach: On the first tier, resources, mission goals, 
and users’ previous learning outcomes are used to decide what training modules to recommend to the user. At the 
second tier, behavioral tracking can be used to decide when is the optimal time for the user to engage in each of 
the recommended modules. The personalization at this second tier can occur client-side, preventing the user’s 
behavioral patterns from being processed and stored by a centralized server. 
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Learning Recommendation Mechanism 
 
Part of the highly adaptive learner model vision is a strong focus on proactive recommendation. Note, though, 
that privacy also means “the right to be left alone”. This means that the learning recommendation mechanism can 
have consequences for user privacy perceptions. Particularly, the stronger a system’s suggestion, the higher the 
chance that users may feel that their personal space is invaded by the system (Cosley et al. 2003; McKenzie et al. 
2006). In this sense, a system that highlights recommended learning options is less obtrusive than a system that 
uses push notifications to suggest certain training exercises. A system that automatically takes action (or that sorts 
or filters available options) without notifying the user is arguably even less obtrusive, but research has shown that 
users rarely change the default setting (Johnson and Goldstein 2003). Such a system would thus have to deal with 
the ethical implications of making decisions for their users without explicit consent (Smith et al. 2013), which is 
a privacy concern in the sense that users lose control over their actions. These different mechanisms also differ in 
the extent with which they can persuade the user (McKenzie et al. 2006), and it is important to find the right 
balance between persuasion and different types of privacy. 
 
A good privacy design takes into account the confidence the system has in its recommendations. 
Recommendations that have a very high likelihood of getting accepted (i.e. they adhere to strongly engrained user 
behavior patterns) can be effected automatically, while more controversial recommendations (e.g. 
recommendations based on mission requirements rather than user preference) should be presented via 
notifications. 
 
 
Sharing Capabilities 
 
Many personalized learning/training systems emphasize the importance of social connections in learning. 
Particularly, with Open Social Learner Models, users are able to compare their learning progress (performance) 
with other users. Beyond that, users are of course expected to share their learning portfolios with their superiors 
to support placement and selection (Raybourn and Regan 2011). These sharing capabilities have important 
consequences for users’ privacy.  
 
To the extent that users can share content and performance data with their peers, the privacy perceptions of sharing 
on social networks apply (Wang et al. 2011b; Wisniewski et al. 2014). Recent research has shown that users 
employ a multitude of behaviors to protect their privacy, withholding information being just one of them. As 
different users employ different privacy management strategies (Wisniewski et al. 2014), it serves to implement 
many of these mechanisms. Note that more sharing is not always better: while extensive peer sharing supports 
users in building social capital (Ellison et al. 2007), giving users the amount of privacy they want (rather than 
pushing them to be more open) actually increases their overall social connectedness (Wisniewski et al. 2015). As 
for sharing within an organization, a recent overview of the privacy field has acknowledged that there is a severe 
lack of scientific knowledge regarding this activity (Smith et al. 2011). 
 
 
Social Dynamics 
 
Finally, the social dynamics of a personalized learning/training system may have an impact on the privacy 
perceptions and behavior its users. Most notably, organizations may want to promote collaboration and support 
in learning and training, but they can also introduce game-based aspects, which may instill a social dynamic of 
competition. Users’ sharing behaviors within these different dynamics have to date not been researched 
extensively. 
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BEYOND PRIVACY BY DESIGN 
 
The privacy by design methodology is not without criticism. One critique is that the methodology is lacking 
broader integration with other considerations that need to be addressed in the software development cycle 
(Spiekermann 2012). Another critique is that the current main approaches to privacy by design—“transparency 
and control” and “privacy nudging”—are lacking.  
The Shortcomings of Transparency and Control 
 
Proponents of transparency and control argue that users should be given comprehensive control over what data 
they wish to share, while at the same time providing them with more information about the implications of their 
decisions (Hui et al. 2007; Kolter and Pernul 2009; Rifon et al. 2005; Xu 2007). This makes intuitive sense. At 
least some minimum level of control over one’s disclosure is necessary to engage in a privacy-related decision-
making: without control, the user does not have any influence on the risk/benefit tradeoff. Moreover, people can 
only make an informed tradeoff between benefits and risks if they are given adequate information. Information 
enables them to make an accurate assessment of the possible risks and benefits of disclosure. Based on this 
reasoning, advocates of transparency and control argue that it empowers users to regulate their privacy at the 
desired level (Bulgurcu 2012; Cavusoglu et al. 2013; Sadeh et al. 2009).  
 
Unfortunately, though, there is ample evidence that users often have difficulties navigating privacy settings. 
Specifically, users’ privacy decisions turn out to be more heuristic than rational (Acquisti and Grossklags 2005, 
2008), and they fall prey to a wide array of decision fallacies (Acquisti et al. 2012; John et al. 2011; Johnson et 
al. 2002; Knijnenburg et al. 2013a; Lai and Hui 2004). Moreover, as managing privacy is not the core task of a 
learner, there is likely to be a lack of motivation. Indeed, recent work shows that while users claim to want control 
over their privacy, they often do not devote their full attention to the provided mechanisms of transparency and 
control (Compañó and Lusoli 2010; Knijnenburg et al. 2013c). Consequently, it no surprise that most users of 
Facebook—which has one of the most extensive privacy control mechanisms in the industry—are incapable of 
correctly identifying their own privacy settings (Liu et al. 2011; Madejski et al. 2012). If personalized 
learning/training systems were to employ similar “transparency and control” mechanisms, they would likely 
undergo a similar faith. 
 
 
The Shortcomings of Privacy Nudging 
 
Proponents of privacy nudging, on the other hand, argue that privacy by design solutions should relieve some of 
the decision-making burden by making it easier for users to process and execute the information disclosure 
decisions, without taking away users’ control altogether. Nudges are subtle yet persuasive cues that make people 
more likely to decide in one direction or the other (Thaler and Sunstein 2008). Carefully designed nudges make 
it easier for people to make the right choice, without limiting their ability to choose freely. Nudges ostensibly turn 
people’s decision fallacies into mechanisms that help them (Acquisti 2009): they exploit these fallacies to create 
a choice architecture that encourages wanted behavior and inhibits unwanted behavior (Thaler and Sunstein 
2008).  
 
Effectively nudging users’ privacy design is difficult, though, especially in situations or systems where there are 
both strong benefits and important risks to information disclosure. Personalized learning/training systems are a 
good example of such systems. First of all, there are strong benefits in tracking users’ behaviors (i.e., learning 
personalization; anytime, anywhere training) and having them share resources and accomplishments (i.e., social 
learning; creating organizational knowledge). Uniformly nudging users towards more privacy may make it more 
difficult for less privacy-minded users to enjoy these benefits. At the same time, the potential risks are also larger. 
Personalized learning/training systems may deal with classified military information and data that can affect 
employment and promotion decisions. Uniformly nudging people towards more disclosure may increase the risk 
that these data fall into the wrong hands. Consequently, a simple, one-sided nudge is not a feasible solution. 
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Towards a solution 
 
There are two solutions to the problems with transparency, control, and nudges. First of all, their shortcomings 
can be mitigated by integrating the two approaches, applying privacy nudging wherever users’ preferences are 
clear and uniform (or where there exist organizational constraints), and providing transparency and control 
wherever a plurality of user preferences exist. Integrating transparency, control, and nudges in this way requires 
a careful analysis of the user base of the learning/training system. Specifically, surveys, interviews, or user tests 
should be performed to distinguish between the privacy aspects for which users have low motivation and/or a 
uniform opinion, and those that are considered most critical and/or highly contested. At ha higher level, controlled 
experiments can be employed to study this attention differential in across various systems. As an example, 
previous work has used the elaboration likelihood model as a means to explain why users are not always highly 
motivated to make privacy-decisions (Angst and Agarwal 2009; Kobsa et al. 2016; Lowry et al. 2012). 
  
The other solution is to go beyond privacy by design; i.e., to employ user-tailored privacy as a privacy solution. 
User-tailored privacy combines the convenience of privacy nudges with the respect for users’ privacy preferences 
(which are likely to range on a wide spectrum (Harris et al. 2003; Knijnenburg et al. 2013b)) that is inherent in 
transparency and control. Unlike transparency and control, user-tailored privacy does not assume that users are 
rational and highly motivated decision-makers when it comes to privacy. Unlike nudges, user-tailored privacy 
avoids a one-sided paternalistic approach in favor of learning from the user’s past decisions to best respect their 
inherent preferences. Combined, transparency and control, privacy nudging, and user-tailored privacy provide a 
comprehensive toolbox for designing privacy support for personalized learning/training systems. 
 
 
USER-TAILORED PRIVACY 
 
While privacy by design can prevent many privacy problems, some design questions regarding personalized 
learning/training systems will not have a universal solution. This means that most personalized learning/training 
systems will need a plethora of settings that allow users to customize their desired level of privacy. Unfortunately, 
though, there is ample evidence that users often have difficulties navigating privacy settings. User-tailored privacy 
(UTP) is an approach to privacy that models users’ privacy concerns and provides them with adaptive privacy 
decision support. By providing user-tailored support, it reconciles the need for extensive customizability with 
users’ lack of skills and motivation to manage their own privacy settings (Knijnenburg 2015; Knijnenburg and 
Jin 2013; Knijnenburg and Kobsa 2013a, 2014; Watson 2015). With user-tailored privacy, a system would first 
measure users’ privacy-related characteristics and behaviors, use this as input to model their privacy preferences, 
and then adapt the system’s privacy settings to these preferences (Figure 1). This adaptation could take the form 
of a default setting or a recommendation, either with or without an accompanying justification. 
 

 
Figure 1: A schematic overview of User-Tailored Privacy (UTP) 

 
The bulk of the existing work on UTP is algorithmic, and focuses on how to predict users’ privacy preferences 
and behaviors from user characteristics and behaviors (Fang and LeFevre 2010; Pallapa et al. 2014; Ravichandran 
et al. 2009). This work shows that privacy preferences can indeed be modeled with off-the-shelf machine learning 
components, but is otherwise purely theoretical in nature; research on the benefits and drawbacks of actual 
adaptive decision-support strategies is less common (Knijnenburg 2015). The remainder of this section discusses 
how user characteristics, behaviors, and contextual factors influence users’ privacy decisions in personalized 
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learning/training systems. It will also analyze potential adaptation strategies that can be used to support users’ 
privacy decisions, and address potential organizational constraints and practices that can be taken into account in 
the modeling process. 
 
 
User Characteristics, Behaviors, and Contextual Factors 
 
Existing work has shown that user-tailored privacy critically depends on the evaluation of user- and context-
related factors that influence users’ privacy concerns and behaviors. This work has shown that data, user, and 
recipient are important, but also that for many applications there are additional system-specific factors (Dong et 
al. 2015; Lusoli et al. 2012; Olson et al. 2005; Patil and Lai 2005; Xie et al. 2014) that influence users’ decisions. 
Due to this context-specific nature of users’ privacy decisions, it stands to reason to also make the User Privacy 
Model underlying user-tailored privacy context-specific. This means taking into account contextual variables that 
have been shown to influence users’ privacy concerns and behavior. 
 
One such variables is the data itself. Several researchers have found that people’s privacy concerns are multi-
dimensional, meaning that they have different preferences for different types of information (Lusoli et al. 2012; 
Olson et al. 2005; Spiekermann et al. 2001). Furthermore, research shows that these preferences can be 
summarized into distinct profiles (Knijnenburg et al. 2013b; Olson et al. 2005; Wisniewski et al. 2014). The 
recipient of the information seems to play an important role as well, both in “commercial” and “social” privacy 
settings (Knijnenburg et al. 2013c; Knijnenburg and Kobsa 2014; Patil and Lai 2005), and recipients can also be 
grouped to simplify the privacy decision problem. For example, on social networks the optimal grouping seems 
to be Friends, Family, Classmates, Colleagues, and Acquaintances (Knijnenburg et al. 2014), but this clustering 
might be different for recipients in personalized learning/training systems. Furthermore, in certain types of 
systems, privacy preferences may depend on other contextual factors. For example, researchers have found that 
time (weekday or weekend, daytime or evening) is an important determinant of users’ willingness to disclose 
their location (Dong et al. 2015; Xie et al. 2014). Finally, note that user-tailored privacy can operate within 
organizational constraints, taking into account existing rules, as well as common practices. This way, user-tailored 
privacy helps users to select settings that are not only in line with their own preferences, but that also take into 
account the value for the organization and existing rules.  
 
 
Adaptation strategies 
 
A previous section noted that there are different ways to present learning recommendations, and the same is true 
for privacy recommendations. Specifically, a user-tailored privacy module may highlight recommended privacy 
decisions (or hide the ones that are less likely to be chosen) (Knijnenburg and Jin 2013), make justifications for 
certain privacy-related actions (Knijnenburg and Kobsa 2013b), automatically take action (making use of the fact 
that users rarely change the default setting (Johnson et al. 2002; Lai and Hui 2004)), or sort information requests 
in an order that balances their sensitivity with their usefulness for the system (Knijnenburg 2015). As mentioned 
previously, these different mechanisms differ in the extent with which they interrupt and persuade the user 
(Knijnenburg and Jin 2013), so decisions regarding the adaptation strategy should be considered carefully. 
 
 
Examples and Discussion 
 
A number of military/government-related examples may help illustrate the concept of user-tailored privacy 
(UTP):  
 
Example 1—A certain personalized learning/training system normally tracks users’ location (Data) in order to 
give context-relevant vigilance training exercises (Organizational practice). However, the user-tailored privacy 
procedure of the system has learned that like many young mothers (User characteristic), Mary (User) does not 
want her location (Data) tracked outside work hours (Other factor). It therefore turns the location tracker off by 
default when Mary is not on the clock (Default). 
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Example 2—David is a professional translator who needs to decide how to share his recent milestones—two 
certificates in the Arabic and Farsi language he has recently earned (Data)—within his organization (Recipient). 
Due to the rules of his employer (Organizational constraint), UTP requires him to share these milestones with his 
direct supervisor (Recipient). Moreover, from his previous interactions (User behaviors), UTP knows that David 
keeps close ties to several other military divisions. UTP therefore suggests (Recommendation) that he should 
share his new certifications with the heads of these divisions (Recipient) as well, arguing they are likely to be 
interested in exploiting his newly gained skills in an upcoming mission (Justification). 
 
User-tailored privacy aims to strike this balance between giving users no control over, or information about, their 
privacy at all, and giving them full control and information. Arguably, user-tailored privacy relieves some of the 
burden of the privacy decision from the user by providing the right privacy-related information and the right 
amount of privacy control that is useful, but not overwhelming or misleading. This way, it enables them to make 
privacy-related decisions within the limits of their bounded rationality (Knijnenburg 2015). 
 
 
CONCLUSION AND FUTURE WORK 
 
This paper discussed the effective management of privacy in the development of personalized learning/training 
systems. In line with the privacy by design philosophy, it analyzed the impact of the ownership model, extent of 
mining/tracking, recommendation mechanism, and sharing capabilities on users’ privacy concerns, and suggested 
design solutions for potential problems. Beyond this, the paper discussed the idea of user-tailored privacy (UTP), 
arguing that adapting highlighted features, default settings, justifications, or request orders to the users’ 
characteristics, behaviors, and contextual factors can significantly decrease the burden on users’ decision strategy 
without doing away with the notion that privacy preferences vary across the user base. 
 
The suggestions provided in this paper are taken from general privacy literature, and assumed to generalize to 
personalized learning/training systems. Actual privacy studies of such systems would reveal the extent to which 
such generalization do and do not hold. Such work is scarce, though, so we recommend that the developers of 
personalized learning/training systems conduct their own evaluations to supplement the knowledge provided in 
this paper. Even if these systems particularly focus on government/military systems, the work may still be very 
useful for the privacy community, especially in light of Smith et al.’s (2011) remark very little work has focused 
on that organization-level privacy dynamics. The military and other governmental organizations are a useful test 
bed for these approaches. 
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