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Incident response at Slack

The one minute
history of Slack
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E mIRC - [Funderground (WebChat, DevilishVicious) [235] [+denrt]: welcome to #underground. stay underground. loudness live in KL on 24th july 2011 5p... | = HET? =

View Favorites

[E3 File

Wld @B 8O m L el

|- #underground |i% Channels List

% WebChat Devilish..

[=-2% WebChat DevilishVicious
=I- Channel: 1

\_T] #underground

& Channels List

Tools

|BlackRoseSuicide

|BlackRoseSuicide
|BlackRoseSuicide
|BlackRoseSuicide

Commands Window Help

&

B ED® 2

e e NN PN

* Topic is 'welcome to H#underground. stay underground. loudness live
in KL on 24th july 2611 Spm at KL LIVE jalan sultan ismail. tickets
from rm 98 {(lower tier/free seating) to rm 138 (vip/lounge/seated/sta
nding - limited) feat. performance by SATIRA, SHEWOLUES, SOFEA and
special appearance by AMY SEARCH. for further info log on to
wuw.ticketpro.com.my’

* Set by metallica on Sat Jul 16 22:81:35

|screamo is emo@=Kneazr .buku.menambah.ilmu.info.tm * funeral for a

friend

|screamo 947193 is using a registered nickname
|screamo on @H#underground @#hillcrest @+#emo @H#indie
|screamo using java.webmaster.com ConferenceRoom 4.8.4-SEC by WebMaster

Incorporated

|screamo is away: 1312136284 go fuck yourself?
|screamo End of /WHOIS list.

madhouse is mt@204.188.194.xa74= * i will show upon your pray
madhouse 856902 is using a registered nickname

madhouse on @#indie @#metal G@H#underground GiH#grunge

|madhouse using java.webmaster.com ConferenceRoom 4.08.4-SEC by

WebMaster Incorporated

|madhouse End of /WHOIS list.

is brs@=YEYzak.Nusantaraku.Org.Irc.su * black rose
suicide

856741 is using a registered nickname

on @H#grunge GH#underground @#metal G#indie

using java.webmaster.com ConferenceRoom 4.8.4-SEC by
WebMaster Incorporated

|BlackRoseSuicide End of /WHOIS list.

»~ @abcdeath -
@Aleena i
@ayamdaging
@BlackRoseSuicide
@blinkgirl
@delay |
@foofighters
@Hamidi
@Indie
@Lynette
@madhouse
@malscene
@nidi

Rofficer
@recon

@Robot
@schizo
@screamo

@shah
@underground
Buee

@zildjian

+ak

+algeria

+amen
+battlegrounds
+blue
+DaNcE_LaDiEz
+dis

+error
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alirayl_test1 ® * #genera] - Search

Recent Activity
F:3
random Today
+4 more... 1 person joined the team:
alirayl_test1
slackbot More...
More...
Monday April 8th, 2013
308PM  alirayl i like to talk
to myself
like i do
hey
we remove extra spaces between words
i wonder if we want to do that
Tuesday April 9th, 2013
+File +Post Activity  Files Posts Team °




SLACK HISTORY

Slack now

Persistent chat
Integrations

User experience

..o #culture - Q

R

| must decline for secret reasons.

Lisa Amos 12:50

Really need to give some thanks to @sarah
for helping out with the new influx of

tweets yesterday. People are really really

excited about yesterday’s announcement!

‘g (1) % o+
& 2 8 ( 1) 93 @

Sarah Parker 12:55

No! It was my pleasure! People are very
excited.

Toby Davies 14:14

What are our policies regarding pets in the
office? I'm assuming it's a no-go, but
thought | would ask here just to check.

A1 culture meetings 14:15

Event starting in 15 minutes:

Culture weekly meeting
Today from 14:30 to 15:00

Jagdeep Das 14:18

B Building policies and procedures

Toby Davies 14:22
Thanks Jagdeep!

“

@ All threads

¢+ brainstorming
t events

# media-and-pr

# design-work

Caroline McCarthy

# accounting-costs
business-ops
# culture

# design-feedback




SLACK HISTORY

Slack now 10m DAU

1b messages/week

2000+ integrations




Why does incident
response matter?

.



Incidents happen to everyone




Incident response at Slack

The cost of $100M
i“Cidents Amazon loss per hour on prime day

$6.3M

Facebook losses per hour

$150M

Delta Airlines cost for five hours of
downtime
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WHY INCIDENT RESPONSE

Allows your team to
focus on resolving
the incident, not the
drama of it being an
incident
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How Slack does it



Based on the Incident
Command System,
originally designed for
California wildfire response



Incident Management Timeline

Impact on Slack

Impact on Customer
t

1 1 1 1 1 rt

Occur Detect  Alert Respond Mitigate Repair Mitigate
Monitoring & Alerting

Incident Management

a2 slack

1

Repair

A 4



Severity Levels

Critical system issue that warrants our most extreme
response.

Critical system issue actively impacting many customers' ability
to use the product.

Stability or minor customer-impacting issues that require
prompt attention from service owners during normal business
hours.

Minor issues requiring action, but not affecting customer
ability to use the product.



Incident
Commander

Subject
Matter
Expert

Subject Subject
Matter Matter
Expert Expert

Subject
Matter
Expert
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Separate
channel for
each incident

Naming Convention: #incd-YYMMDD-NNN-
words
Ex: #incd-190328-459-frankfurt-down

e Makes easy to find channels via
Quick Switcher (Cmd-K)

e Full history of incident is in channel

o Helps new responders come up to
speed quickly, without interrupting

o Makes the postmortem easier



/incident-pde create
e Creates JIRA ticket for tracking, and to get

SIaCk App used 'to incident number (INCD project in JIRA)

e Creates new incident channel

manage |nC|dent ® Invites @incident-next-followers

user group

Chaﬂ ﬂe|S e Posts a message with quick-reference links
e Sets channel topic to reflect IC, Severity

/incident-pde convert
® All the same, but renames current channel
rather than creating a new one
v

Other sub-commands to manage incident
Severity Level, IC, status (active, paused, under
control, all clear, etc.)



Standby
channel kept
ready for
each incident

#incident-next

Captures “What are we seeing? Is this an
incident?” preliminary discussions

Renamed according to naming
convention at start of incident, and new
standby #incident-next channel
created
o Cron job creates #incident-next
channel, if it doesn’t exist; runs
every 5 minutes
o @incident-next-followers user
group invited to new channel

First post is collection of quick-ref links



b

Additional
channels for
complex
responses

Ex: exec channel for policy discussion
Ex: private channel for confidential data

Messages shared between channels as
needed to stay in sync

Named using same naming convention as
main channel



Long-lived
channels
for status
updates

® /incident-pde bot reports newly-
created/converted channels to
#tincidents

@ Separate cronjob reports to #every-
incident any new channel it discovers
named #incident-next or #incd-
anything

® Postmortems dates/docs shared to
#announce-postmortems via reacji
channeler



Other practices

Channel topic tells current state of incident:
Severity Level (Sev-1 through Sev-4),

status (active, on hold, under control, all clear),
IC, one-sentence description.

Ex: E Sev-3 active @ Ic @brent |
Frankfurt pop outage

Pinned posts for periodic status/plans updates:
Responders joining incident channels know to
read those first, for a quick overview of incident

Threads for deep dives into particular topics
e [Folks can ignore unless relevant to them
e Convention that decisions and key findings are
shared back to main channel

Emojis to indicate various things, by
convention

.:v‘@ Slackbot 4:30 PM

K d nared &1 gent-n
*IC for #incd-190328-

frankfurt-pop

ext with Customer Ex

Brent Chapman @ 6.04 PM

#x4 For the benefit of future ICs and responders:

o |C Checklist - /go ic-checklist - https:/app.getgt
e Severity Levels at Slack - /go severity - https:/do
e Postmortem README - /go postmortem-howto - h

e » 2 :eyes: to mean “I’'m looking at this”
° :checkmark: to mean “This is done”
° q :postbox: for postmortem follow-up
@ Others to indicate agreement, doubt, etc.



This Is just one approach




Incident response at Slack

Automate the things

. a



Incident management at Slack

Workflow
Builder

Use Slack native
functionality for
simple incident
response

Workflow overview

2

Actions menu

Starts when someone selects Report an Incident from the actions menu in #help-incidents

Collect form responses
Creates and sends a form with up to 10 questions

Help Desk Request
T Summary of your request

Request category

Urgency of your request

TJ Anything else we should know

Send a message

Sends a message to #team-incidents

Incident Manager WworkrLOW
T Incident Report

Urgency: Example text

@ Incident Type:
Example text

) submitted by:

@Example User
Summary of Incident:

Example text

-/ Other Details:

Example text

Next Steps:
Please discuss in-thread & determine appropriate next step. The point person

should Claim for review and follow up with @Example User directly.

Claim for review

Edit

Edit

Edit



Incident management at Slack

Workflow
Builder

Use Slack native
functionality for
simple incident
response

/N Report an Incident

Incident Type

‘ Security

Incident Summary

‘ Stolen Laptop

Urgency of your request

[ Choose an option...

Choose an option...
< 48 hours

0 < 24 hours
6 <1 hour

4

@ Learn more about Incident Manager



Incident management at Slack

Workflow
- & Incident Manager App 4:05PM
B u I Ide r INCIDENT REPORT - @Harry Boone

Incident Type:
Security

Incident Summary:

Use Slack native Stolen Laptop
functionality for Urgency of the request:

. q . @ < 24hours
simple incident

Thank you for taking time to report this incident. The team in
#help-incident will review and direct message you with next
steps.

response



Incident management at Slack

Monzo

Digital bank
founded in 2015




Incident management at Slack

Response

Rich summary
messages, with a
common format

M

‘& Report an Incident

Report

[ hello]

Summary (optional)

Can you share any more details?

Impact (optional)

Who or what might be affected?

Think about affected people, systems, and processes

Lead (optional)

Choose an option..

Severity (optional)

Choose an option..

@® Learn more about Response Demo

Cancel m




Incident management at Slack

Response

Rich summary
messages, with a
common format

M

o0 Slack | response-incidents | H- X -+
¢« > C O @& app.slack.com/client/ CUKW/CNOU4UTP1 a
Hatch Street - # -inci
atch St get 0 response-incidents . & ® @& | Q serch <
yle | &1| % 0| ¢ Adda topic
r Y[ 1 Today
x e
=a Jump to... ‘ \ Edit ‘ C"”e ‘
things
@ Threads ing
@ Reporter: @colmdoyle
Starred ; .
Q Incident Lead: @Colm Other User
sdt-cdoyle
sdt_xoxb () Status: Resolved
Shared Channels Severity: Major
* Document: Incident 35
Channels
# response-incidents @: Comms Channel: #inc-135
Response Demo APP 2:50 PM
Direct Messages ' 123
Invite people C Reporter: @colmdoyle
ﬁ Incident Lead: @colmdoyle
Apps N
+ Install Google Dri (\’ Status: Live
Severity: Critical
* Document: Incident 36
@: Comms Channel: #inc-136
Need something else?
A  Edit Close ‘
[ @ ‘\A ssage fresponse-incidents @




Incident management at Slack

Response

A more ChatOps
style of interaction
with a bot user

M

o0 Slack | inc-136 | Hatch Street X

¢ > C O @& app.slack.com/client/

Hatch Street -

colmdoyle

Za Jump to...

@ Threads

Starred
sdt-cdoyle

sdt_xoxb

Shared Channels

Channels

# inc-136

Direct Messages

Invite people

Apps

+ Install Google Drive

74\

#inc-136

Y2 | 0 % 3| 123 - http://localhost:8000/incident/36/

impact - Explain the impact of this
lead - Assign someone as the incident lead
rename - Rename the incident channel
severity, sev - Setthe incident severity

TK3CUKW/CNNRALPTN

Today

summary - Provide a summary of what's going on

Pinned by you

colmdoyle 2:51 PM
A=l @Response Demo duration

Pinned by you

i Response Demo AFP 2:51 PM
' The incident has been running for 37 secs

colmdoyle 2:51 PM
bl @Response Demo action "Things fixed"

@Response Demo sev critical

Response Demo APP 2:53 pM

S O & | Qs

ﬁ This incident hasn't got a lead. Please set one with @incident lead ...

ﬂ colmdoyle 2:54 PM
&

@Response Demo lead @colmdoyle

@Response Demo summary

Things aren't going great @Colm Other User

arch

0 Me

nc-136




Incident management at Slack

Response

Nudges by the bot
to ensure important
information is
reported

M

Response Demo APF 2:53 PM

f g This incident hasn't got a lead. Please set one

with @incident lea



Incident management at Slack

Response

Near automated
incident reports to
help with learning

M

[ N ] Slack | inc-136 | Hatch Street X 4 Response

& - C O @ localhost:8000/incident/36/

4 Response

Summary

* Impact:
sdf

¢ Reporter: cdoyle
* Lead: cdoyle
« Start Time: Sept. 24, 2019, 1:50 p.m.
¢ Report Time: Sept. 24, 2019, 1:50 p.m.
« Participants:
o cdoyle (11 messages)
o response (1 messages)

Timeline

13:50:59
sdfdsfsf

13:51:23
@response duration

Incident 36

[N\ - CRITICAL SEVERITY




This Is just one example




Incident response at Slack

Learn more...




. https://response.pagerduty.com

pagerl:lufg INCIDENT RESPONSE TRAINING @ PUBLIC



Some resources

e https://api.slack.com

e https://slack.com/intl/en-ie/slack-tips/collect-incident-reports-in-real-time
e https://github.com/monzo/response

e https://github.com/Netflix/dispatch


https://api.slack.com/

Incident response at Slack
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