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Is it true?

Is it real?

Design Your Weapons in the 
Fight Against Disinformation

The Problem



Manipulation is everywhere
The Problem



Fakes can be believed
The Problem

Reports of an explosion near the Pentagon in Washington DC

“The S&P 500 briefly 
dropped… as social 
media accounts… 
repeated the false 
claims.”

AP, May 23 2023



Fakes can be believed
The Problem

CBS News, July 2024

The Guardian, July 2024

Sky News, July 2024

BBC, May 2024

34 million AI-generated images are made 
each day Source: Everypixel

Participants could only verbally identify 
deepfakes 37% of the time

Source: University of Sydney



The Problem

The technology is getting better and easier

News needs to separate fact from fiction
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What is provenance, and why is it becoming so 
significant?

Provenance

Digital Media Provenance

Metadata Fingerprinting

Perceptual 
Hashing

Cryptographic 
HashingUnsignedSigned InvisibleVisible

Watermarking



Provenance has impact throughout the media lifecycle

Capture / 
origination

Newsroom 
analysis

Media Asset 
Management

Archival

Processing 
(edits, 

captions)

Upload to 
output 

destination 

Transport to 
users (primary 

distribution 
channel)

User sharing 
(secondary 
channels)

Timeframe: Seconds to days May continue for years

Upload to social 
media channels 
and/or private 

circulation

Processing
User-Generated Content (UGC)

Own 
sources

Content verificationTrusted 
3rd 
parties



Who does provenance benefit?

Content 
Creators

Provenance

e.g. trusted 
photojournalists, UGC

Journalists

Viewers

e.g. newsrooms, editors, 
archivists

e.g. audiences, copyright 
owners

• Proving authenticity of their work
• Tracking content usage (copyright)

...and how?

• Rapid & accurate verification by newsrooms
• Safeguarding information on origins 

(archival content)
• Tracking and legitimising edits and captions

• Audience understanding of origin point
• Tracking content ownership & authorship



Standards and solutions are complementary

Provenance

Provenance Standards (e.g. C2PA)

• Protocols and guidelines that define how 
provenance data should be captured

• C2PA is a widely adopted standard that uses 
cryptographic hashing to securely bind metadata 
to the content, ensuring authenticity and 
integrity.

Provenance Solutions

• The technical systems and tools that 
actually implement provenance tracking, 
ranging from proprietary systems to open-
source frameworks

• A range of tools and solutions exist in the 
market, tailored to specific needs and 
workflows, offering diverse approaches to 
ensuring the authenticity and integrity of 
digital content.



Solutions ecosystem consists of a range of 
contributing technologies

Next-generation content management and 
distribution solution, utilizing blockchain 
technology and cryptographic hashing to allow 
users to control access and ensure 
monetization for their content.

Automated visual matching and linking of 
content, using advanced visual fingerprinting 
for accuracy and speed. Enables users to 
verify content matching trusted sources and 
to detect changesmatching made.

End-to-end provenance solution, providing 
tools for authenticated media capture, archival 
media protection, and verification of online 
content. Secures provenance information in a 
tamper-proof blockchain to provide a 
decentralised trust infrastructure.

Interoperable talent identifier, enabling ID 
resolution and provenance verification of notable real 
(human) public figures, their connected digital 
replicas, and fictional characters in the media supply 
chain. A DOI Foundation registration agency  (ISO 
26324.2022). Member: C2PA, IPTC.

Provenance

Content provenance and authenticity solutions 
based on forensic watermarking and fingerprinting, 
enabling users to distribute, protect and monetize 
their content.

Consortium developing the foundation for the 
future of visual content, including virtual and 
augmented reality, with focus on the future of 
newsroom content creation and distribution.



What would an ideal scenario look like?

• Verifiable provenance metadata embedded into every asset

• Clear display of provenance information (or lack of) at every 
stage of content distribution

• An educated audience with a zero-trust mindset

• Provenance is accessible with no barriers to entry
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Detection may be leveraged when provenance 

data is unavailable

● Detection is the leveraging of visual analysis and machine learning to automate detection 

of manipulated visuals, narrative or wholly synthetically-generated content.

● Newsrooms and end users can benefit from the ability to detect Generative AI across various 

media formats, especially when provenance information can’t be accessed.

Challenges in detection today:

● Generative AI is developing at a faster rate than detection modules.

● Multi-layered editing of AI-generated content can impact the efficacy of detection modules. 

● No single solution available to address all issues, with a risk of false results and inaccuracies.

A combinations of detection tools can inform various elements of the verification process, acting as 

an aid rather than an alternative to human-led content validation.

Detection



Detection

• Identify duplicates of 
authenticated original 
content and assess 
potential IP implications

• Identify manipulated 
content based off 
authenticated 
original media 

• Identify common 
disinformation topics 
or bad actors

• Collaboration or 
Machine led curation 
can improve reaction 
speed and help with 
allocation of resources

• Newsrooms are 
currently mostly reliant 
on manual checks and 
contextual verification

• Automated 
solutions exist but can 
struggle to keep up 
with the advances in 
Generative-AI

Unverified Source

Scan against existing 
authenticated 

database

Scan against 
collaborative 
database of 

problematic content

Visual analysis to 
identify manipulated 

or wholly AI-
generated content



See Project Demo Video
(The Principles of Accelerator Programme for Provenance and Detection)

Provenance

Provenance and Detection 
in action











Collaboration

What does Collaboration look like?

Workflow trial
Strategy and 

approach
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Collaboration –Workflow Trial

• 1 month

• 7 news organisations

• Shared information on 

suspect content

Tech support: Google

System development: 

Collaboration

Are newsrooms prepared to share knowledge that benefits everyone to 
produce faster and more informed reporting?



Collaboration

Collaboration –Workflow Trial



Collaboration –Workflow Trial

Content shared

Week 1 10 stories

Week 2 5 stories

Week 3 3 stories

Week 4 6 stories

Collaboration

US Politics UK Riots

Two major stories during trial period

and yet…



Collaboration –Workflow Trial
Content shared

Week 1 10 stories

Week 2 5 stories

Week 3 3 stories

Week 4 6 stories

Collaboration

• Fake content and disinformation spreads on social media where it can gain huge traction 
without being debunked or taken down.

• News organisations ignore most fake content. There is too much to debunk it all.

• Journalists operate with caution. Fake and genuine content is checked, taking time and 
allowing disinformation to spread through unverified means.

• That means mis- and dis-information can spread without authoritative challenge, 
causing confusion and affecting narratives.



Collaboration

Verification 
Checks

Collaboration – Approach & Strategy

Social Media



CALL TO ARMS!

● We all need to work together closely to make sure everyone has
access to information they can trust

● We all need to develop a deeper understanding of the products and 
systems available to fight disinformation and fake content

● AI generated fake content is getting increasingly hard to detect and 
easier to produce.



Join us on this journey

accelerators@ibc.org 

CALL TO ARMS!

mailto:accelerators@ibc.org
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