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How to run a PdM project - the keys steps to success
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Bl What is Predictive Maintenance (PdM)?
PREDICTIVE MAINTENANCE

* Uses on-line monitoring to establish the condition of machines

Predicts failure by using previous failure patterns and maintenance actions

Sources data during normal operations

Minimizes disruption to operations for sampling or measuring

Enables a proactive maintenance strategy of 1000s of machines
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B Benefits of Predictive Maintenance: Maintainers View

PdM extends a Condition-Based Maintenance (CBM) strategy to:

000

Cover a greater Reduce Enable the planning of
number of machines preventative opportunistic corrective
(balance of plant) maintenance burden maintenance

Prevent unexpected
failures



B Targeting Benefits: Not all Benefits are Equal

Reduction of Unplanned
Downtime

Increased time between
PM Schedule

Longer time to
Schedule Repairs

Increased Production Speed
Reduced Quality Problems
Improve OEE

Improve Energy Efficiency

Increase Asset Life
Optimise Supply Chain

Improve Maintenance Best
Practices

Increased Overall
Sustainability

senseye

Better Diagnostic Insight
Deskilling the Maintainer

Prescriptive Capabilities
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Outcomes with Senseye: Management View

Supporting
mobile workers

Increased
availability

Maintain ahead of time Remote inspection &
No unplanned stoppages permits
Reduced risks

Precise & Reduced Increasing
correct operational sustainability
maintenance costs & risks Reduced waste

Reduced energy use
Increase asset lifetime

Focus on things that
matter
More efficient resource
use

ROI Lock”®
Reduced
environmental risks
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B Essential Prerequisites for: Successful Predictive Maintenance

4 Factors
~
o
3 {é\?ﬁ%
Assets Data Infrastructure People

Everything else is a bonus
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B8 Why PdM Project Fail

4 Factors
~
Y
> Jokd
Incorrect Insufficient Lack of People
Assets Data Suitable
Selection Infrastructure

These 4 Factors can cripple even the best of solutions
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B Industry feedback suggests...

Of failed Industry 4.0 projects

25% of pilots fail due to lack of technology / data

75% of pilots fail due to unsuitable culture or practices

Lack of interest is not the problem. How to conduct successful PdM and take advantage is..
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B PdM adoption is about People

MANAGEMENT MAINTENANCE IT DEPARTMENT



Bl Guiding Your Way to PdM Success

Senseye PAM Omniverse guides your Predictive Maintenance journey
with expert tools, knowledge, support and community

Senseye PdM Omniverse
N B

Design Operate

Asset Selection Data acquisition Check-ups Flow reliability
Failure Modes Data connection Maintenance Adoption

Data readiness Configuration Reviews Scaling
Contextualization Uses Refining Workflow integration
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DESIGN

Asset

Plan your Pd M prOj ect selection

/=
Asset selection @ =
Failure mode and Data selection B o ertehop

maintenance and
operational data to
define list of machines
applicable for PdM based
on impact and feasibility.

Using PdM and operating context

Data architecture & transformation workstor +1 - @08

* Plant Manager or project
sponsor

* Department Head

* Maintenance and/or
Reliability

« Controls Engineers (OT)

2

Identify failure modes

and related data

52 data for failure 1

Preparation for workshop
Prepare a list of possible
failure modes and related
condition monitoring data
for applicable assets,
including:

+ Sensor fypes

* Placement

+ Data collection

» Periodicity

+ Format.

WORKSHOP #2 m

» Maintenance and/or
Reliability

» Controls Engineer (OT)

* Machine experis

3

Using PdM and
operating context

Preparation for workshop

+ Introduce users to Predictive
Maintenance and
Senseye PdM

+ Review current maintenance
practices.

+ Discuss aspirations for
maintenance cultural

change and maturity with PdiM.

Define user types and
responsibilities.

WORKSHOP #3 %

* Maintenance team
* Maintenance experts
* Project sponsor

4

Data architecture
and transformation

& O3

Preparation for workshop

Define how data moves

to the cloud. Consider:

» Device connectivity

* Pre-processing
requirements

+ Factory to cloud IT/OT
architecture

* Security constraints.

-

WORKSHOP #4 m

« Controls Engineers (OT)

« [T team (including IT
security coverage)

+ Data architects
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DEPLOY

5 6 7 8

Installation, source data Pre-process and Onboard into Contextual data

capture and storage stream data Senseye PdM integration and
Implement the Pab i vser

reqUired tEChnO|Ogy fg/%gT a C-Eligionﬁgure

Y Installation, source data capture & storage

6 P re - p I'OCES S a n d St rea m d ata Set up sensors and data Implement pre-processing Populate hierarchy with Integration implementation
capture. of condition monitoring data Company structure with external system
» Gather existing data to condition indicators. introducing machines provides contextual data.
» Install sensors (as * Validate condition and data sources. Maintenance information
required) indicators Configure Senseye PdM includes asset makes,
+ Store source data. Stream data fo S (including control T, A
H H H ream 0 Senseye "
FA Onboarding into Senseye PdM and configure PdM according fo Deggn TR Training users
phase 4 (shop floor to B B
cloud).

.8 Contextual data integration and PdM in use

& S ®, &

» Controls Engineers (OT) » Controls Engineers (OT) » App Admin user » Systemns Architect
» Machine experts = IT team » Onboarding Power user » Maintenance users
* Machine experts * Machine experts * PdM champion
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OPERATE

Make sure you are
operating for success

Monitor Notifications
Maintenance events
Cases review

Periodic review

SCNSCYE

D

OPERATE

12

©

Monitor
notifications

LA
—

Be aware of the asset
attention level and case
generation to prevent
downtime or failure.

&

+ PdM champion
+ Maintenance users

10,

Maintenance
events

-
==

Enter maintenance
events as context to
improve analysis.

&

* Maintenance users

Cases review

ral
© ©

Review Cases for root
cause.

Close Cases by
providing feedback in
the app, to improve the
analysis.

&

* PdM champion
* Maintenance users

Periodic review

==

Review Cases and
capture evidence of
SUCCESS.

Review project status
(weekly to monthly).

&

» PdM steering committee
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REFINE

Get ready to expand to
new machines and sites

Data precision & integrity
Predictive Maintenance adoption
ROI and scaling

Workflow and integration

SCNSeye
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Data precision
& integrity

Prediction precision can be
improved by the potential
refinement of condition
monitoring data and
condition indicators.
Dataflow integrity is
informed by stack
robustness, troubleshooting
connectivity break-ups,

and flatline.

A

= PdM champion
= Maintenance users
» Controls engineers (OT)

D

Predictive
Maintenance
adoption

Review KPls including
adoption, ROl achieved,
SuCCess across shops,
facilities, and best
practices.

&

» PdM steering committes
* PdM champion

15,

ROI and scaling

Preparation for workshop
Collate evidence for ROI
and scaling.

Define strategy for
scaling and loop back to
design phase as required
for new plant and assets.

WORKSHOP #5 &

» PdM steering committee

* Project sponsor

* Maintenance and/or
Reliability leaders

16)

Workflow and
integration

—="

Preparation for workshop
Discuss workflow and
integration to others
applications so changes
from the users are
reflected in all other
associated applications.

WORKSHOP #6 %

+ Maintenance team
* Machine experts
* Project sponsor
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B NISSAN has saved millions

2016

GLOBALLY January - First meeting
Senseye has worked with Nissan since 2016, scaling from 30 Started 4 o1

. project to analyze data for 30

assets in 2016 to 2500+ at the end of that year, to over 10,000 machines at the factory in Sunderland, UK

assets by February 2019 across 8 factories around the world. .

2017
January - Site expansion

400 assets being monitored

— Senseye Nissan project team:
o L_f' o  2016: 3 people / 2020: 3 people

I-E)EI_?]-I .

Nissan # hired to enable scale: O

2018
Global expansion started. Europe,
33] Japan and North America
Asset types: 100+
°
2019
. . 9 factories across the world, 10,000+
Unplanned downtime avoided: $$m++ assets in one account with 450+

ROl achieved in <3 months concurrent users

I




B ALCOA achieved ROl in 3 months

Senseye has worked with Alcoa since winning a thorough competitive
tender process in 2018 against 12 competitive solutions including
Falkonry, IBM, Microsoft, Uptake, MTell and SparkCognition. Over 1,000
highly complex assets are now being monitored at the original site, using
process data already captured.

ﬁ—r?l
@

I

Alcoa # FTEs hired for the deployment: O
Wanted PdM as a managed product.
Efficient implementation enabled quick results.

Additional sensors installed: O
Leveraging existing machine & maintenance data feeds
Able to easily add more assets as Alcoa scales.

ROl in 2019: 10x
Achieved initial ROl in 3 months.
Reduced unplanned downtime by 20% - significant improvements in OEE

senseye

2018
Competitive tender
Senseye won against 12

competitors including industry
standards and newcomers

2019
Fjaroaal - Iceland

50 assets initially brought in.
ROl achieved in 3 months

2020

1,000+ assets covered in Fjarodaal.
Global expansion in progress
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THANK YOU

We run monthly webinars on predictive maintenance topics,
these can be found at www.senseye.io/events

g @senseyelO e sales@senseye.io @ +1 415 523-0447 (USA) +44 (0) 845 838 8615 (UK)
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